
Advanced Review

Exposure, instrumentation, and
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To monitor climate change adequately and determine the extent to which
anthropogenic influences are contributing to observed climate change, it is critical
to have land temperature data of a high standard. In particular, it is important
to have temperature data whose changes reflect changes in the climate and
not changes in other circumstances under which the temperatures were taken.
There are numerous factors that can affect land temperature records. Among the
most common are changes in instrumentation, changes in local site condition in
situ (through urbanization or for other reasons), site relocations, and changes in
observing practices. All have the potential, if uncorrected, to have impacts on
temperature records at individual locations similar to or greater than the observed
century-scale global warming trend. A number of techniques exist to identify these
influences and correct data to take them into account. These have been applied
in various ways in climate change analyses and in major data sets used for the
assessment of long-term climate change. These techniques are not perfect and
numerous uncertainties remain, especially with respect to daily and sub-daily
temperature data.  2010 John Wiley & Sons, Ltd. WIREs Clim Change 2010 1 490–506

The observed land temperature record is a
fundamental indicator of global climate change.

To monitor climate change adequately and determine
the extent to which anthropogenic influences are
contributing to observed climate change, it is critical
to have land temperature data of a high standard.
In particular, it is important to have temperature
data whose changes reflect changes in the climate and
not changes in other circumstances under which the
temperatures were taken.

There are numerous non-climatic factors that
can influence land temperature measurements. Some
of the most significant include changes in the location
of the observation site, changes in situ in the nature of
the land surface and/or local environment around an
observation site (whether because of urbanization or
for some other reasons), and changes in the practices
used for taking observations.

As has been noted by a number of authors,1 the
best way to avoid inhomogeneities—that is, changes in
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a time series that do not reflect changes in the climate,
but rather outside influences—in a temperature data
set (or other climate data sets) is to keep the data
set homogeneous. In practice, this has been difficult
to achieve at most stations, even in the modern
era when the importance of homogeneous data for
detection of climate change has been recognized
[as illustrated by the issues associated with the
introduction of automatic weather stations (AWSs), as
discussed in section Instrumentation]. In this context,
it is important to note that almost all temperature
data used for the analysis of climate change come
from observations which were originally established
for other reasons, such as operational weather
forecasting or the support of aviation, and that very
few stations have been established for the specific
purpose of monitoring climate change. The priorities
for establishing a site for monitoring long-term
temperature changes may conflict with those other
needs; for example, a site whose primary purpose is
to support aviation is likely to be established in the
location most representative of the airport runways,
regardless of any other site considerations, and a site
established to support marine forecasting is likely to
be established in an exposed coastal or island location.
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Only in recent years has a station network,
the US Climate Reference Network (CRN),2 been
established for the specific purpose of providing a
stable platform for climate change monitoring, and
it will be many years before that network produces
meaningful long-term results.

WHAT STANDARDS EXIST FOR
TEMPERATURE MEASUREMENTS?

What International and National
Standards Exist?
The World Meteorological Organization (WMO)
issues standards for the selection of an observation
site.3,4 These state that observations should ’be
representative of an area in accordance with its
application’; for example, synoptic observations
should be in a site broadly representative of the wider
region and not in a distinctive local environment such
as a frost hollow.

Specific recommendations of the WMO include:

• An instrument enclosure at least 10 × 7 m, with a
surface covered with short grass or, if grass does
not grow, a surface representative of the locality.

• Not on steeply sloping ground or in a hollow.

• Well away from obstructions.

No specific standards are established for thermometer
screens, with the guidelines providing for both
naturally ventilated and aspirated screens, and for
both wood and plastic (or similar material). The
standard height for temperature measurements is
between 1.25 and 2 m above ground.

Various national standards exist (two examples
in the English language which are publicly available
are those of the Australian Bureau of Meteorology5

and the Meteorological Service of Canada6). These
generally use the WMO standards as a basis but
are more specific (e.g., specifying the exact type
of thermometer screen to be used—in the case of
Australia, a wooden Stevenson screen with its base
1.1 m above ground level).

As the Australian Bureau of Meteorology
standards note, ‘it is inevitable that some localities
for which observations are essential may not have
sites that fully conform to the criteria. . .’. In practice,
most observation networks include numerous sites
which do not fully conform to standards in some way
or other. If one is interested in long-term change, a
station’s absolute conformance with standards is less
important than its consistency over the long term;

a stable, but unrepresentative, hilltop site which has
been in the same position for 100 years is likely to be
more useful for climate change analyses than one on
flat, open ground that has moved several times over
the century.

Which Temperature Measurements Are
of Interest?
A number of different temperature measurements are
of interest in studies of climate change. The most
analyzed variable is mean annual or monthly temper-
ature, defined using either fixed-hour observations or
daily maximum and minimum temperatures (an issue
discussed more fully in section Observing Practice
Changes). Mean daily maximum and minimum tem-
peratures, and the diurnal temperature range derived
from these, have also been the subject of numerous
analyses.

A more recent area of interest7 has been that of
temperature extremes of various kinds. Most of these
extremes (e.g., number of days with temperatures
above the 90th or below the 10th percentile, or
number of days with frost) are derived in some form
from daily maximum and minimum temperatures,
making daily data important for this application.
A number of other indices (e.g., growing season
length) have also been based on daily data. There
have been, to date, very few studies of changes in
other temperature variables, such as temperatures at
fixed hours, although hourly data were used as a basis
for a study of changes in seasonal mean temperature
in Canada.8

MAJOR FACTORS LEADING
TO INHOMOGENEITIES
IN TEMPERATURE RECORDS

Instrumentation
Changes in instrumentation have had an important
influence on long-term temperature records. For tem-
perature, the fundamental observing technology – of
liquid-in-glass, manually read thermometers and self-
registering maximum and minimum thermometers –
remained largely unchanged’ from the 19th century
into the 1990s. More significant have been changes in
the way that thermometers have been exposed to the
atmosphere and sheltered from direct or indirect solar
radiation.

In general terms, there have been two major
changes in instrumentation that have affected much
of the global observing network. The first was the
introduction of standardization into the observing
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FIGURE 1 | A wall-mounted Kingston screen at Parry Sound,
Canada prior to its removal in 1935.

network in the late 19th and early 20th centuries.
Prior to the late 19th century, few standards existed
for instrument shelters (or lack thereof), and wall-
mounted thermometers were common, as were many
different types of shelters (Figure 1). A transitional
phase then followed, with free-standing louvered
shelters (the Stevenson screen or minor variations on
it, such as the US Cotton Region Shelter) becoming a
standard in most countries by the early 20th century,
sometimes as the original standard, sometimes after
a period of another locally standardized shelter
such as the Glaisher stand. Some tropical countries
(especially British colonies) retained a large, thatched-
roof ‘thermometer house’ through the early part of
the 20th century. By the 1920s, though, the Stevenson
screen was in almost universal use, except for a
handful of locations.9

The second major change has been the introduc-
tion of AWSs. While these have existed in some form
for many years, it was only from the late 1980s that
they started to make a widespread appearance at long-
term stations used for climate change analysis. The
way in which this change has been implemented has
varied from country to country. Some countries have
exposed AWS temperature probes in the same screens

as their manual predecessors; others have introduced
a new instrument shelter (either a screen of similar
design to the Stevenson screen but using synthetic
materials rather than wood, or a completely new
screen design) at the same time as they introduced
automatic sensors.

A comprehensive review of the various instru-
ment shelter changes of the late 19th and early 20th
century was carried out by Parker.10 He found that
despite substantial discrepancies at individual sites,
there was little overall bias in mean temperatures
over land from this cause in most areas since 1900,
although in tropical areas there was a warm bias
in the order of 0.2◦C into the early 20th century.
Prior to that time, biases tended to be screen- and
location-specific, although numerous pre-Stevenson
exposures were inadequately sheltered from solar radi-
ation (more often indirectly, e.g., from rereflection
from the ground, than directly) and thus tended to
have a warm bias on clear days, especially in sum-
mer. This is also consistent with the results obtained
for typical pre-1870 thermometer exposures in cen-
tral Europe by Böhm et al.,11 and for the Montsouri
(French) stand by Dettwiller12 and has been reinforced
by other more recent studies,13–15 either using historic
data or modern-day replications of historic instrument
exposures.

In particular, a number of studies16,17 found
that the Glaisher stand, in widespread use in English-
speaking countries prior to Stevenson screen intro-
duction, had a warm bias in maximum temperatures,
ranging from 0.2 to 0.6◦C in annual means and
reaching up to 1.0◦C in mean summer maximum
temperatures and 2–3◦C on some individual hot days.
Minimum temperatures tended to have a cool bias
of 0.2–0.3◦C all year. These results were based on,
among others, a 60-year set of parallel observations at
Adelaide, Australia (Figure 2). A warm bias in maxi-
mum temperatures, particularly on sunny days and/or
in summer, was also common to numerous other
pre-Stevenson exposures.

The effect of the more recent change toward
AWSs has been more mixed. Many early AWSs, up
to and including the 1980s, had substantial biases
relative to liquid-in-glass thermometers in Stevenson
screens.18 These were also found in one of the earliest
major changeovers of a national-scale network to
automated sensors, the late 1980s introduction of
automated sensors in smaller plastic screens to the US
cooperative station network. Quayle et al.19 found
that this resulted in a substantially depressed diurnal
range, with an estimated bias of −0.4◦C for maximum
temperatures and +0.3◦C for minimum temperatures,
while a later study by Hubbard and Lin20 found that
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FIGURE 2 | The long-running comparison at the Adelaide
Observatory, with a Stevenson screen (left), an octagonal ‘thermometer
house’ (middle), and a Glaisher stand (right).

biases were station-specific and ranged up to ±1◦C at
some locations.

These biases have been substantially reduced
in more recent generations of AWSs introduced by
various countries over the last 20 years. A number
of studies in which AWS sensors were exposed in a
Stevenson screen alongside manual thermometers21,22

have found virtually no bias in mean temperature,
but a slight increase (in the order of 0.1◦C) in
diurnal temperature range, most likely as a result
of the faster response time of automatic sensors
(thus capturing more extreme fluctuations near the
times of maximum and minimum temperatures). Field
comparisons between wooden Stevenson screens and
various other screen types introduced at the same time
as AWSs, such as plastic Stevenson-type screens23 and
round multiplate (‘Beehive’) screens,24–26 or between
different types of ‘new’ screens,27 have also mostly
found minimal differences. A separate issue noted by
Guttman and Baker28 and Milewska and Hogg29 is
that in some cases replacements of a manual station
by an automatic one, or other changes in instrument
type, are accompanied by a site relocation (especially
at airports, where a central-airfield location that is
impractical for manual observations becomes feasible)
and that the site relocation often has a much greater
impact on temperatures than the instrument change
itself.

Changes in Local Site Conditions In Situ
A major potential influence on observed temperatures
is the state of the local environment in the vicinity of
the observation site. The best known manifestation
of this is the effect of urbanization on temperature

records, which is well established as having a warming
influence on night-time temperatures.

The impact of urbanization on estimates of
observed climate change is described in Parker30

and will not be covered in depth here. In summary,
the urbanization-related uncertainty in estimates
of global land temperature change is estimated at
approximately 0.006◦C/decade, an order of magni-
tude (or more) smaller than the observed temperature
trend, although the local effect of urbanization can
be far greater in specific locations.

A related issue is that of local conditions around
an observation site. While observation standards in
most places (see section What Standards Exist for
Temperature Measurements?) state that instruments
should be over short grass or a natural ground surface,
and that there should be a surrounding buffer zone
(e.g., Australian standards5 state that any hard surface
should be at least distance 5 w from the screen where
w is that surface’s width), such standards are often
not observed in practice. Building in the vicinity of
an observation site can be an issue even in very
small towns or villages which would not normally
be thought of as sufficiently large to generate a
significant urban heat island (Figure 3). As is the case
for many other influences on observed temperature,
a site’s absolute conformance with standards is less
important for long-term data homogeneity than its
consistency over time; a building which is too close to
an observation site, but has been there unchanged for
100 years, is less of a problem than a new bitumen
car park nearby would be.

Other changes in land use or land cover in
the vicinity of an observation site have also been
found to have an impact on observed temperatures.
One notable example is that of irrigation. A number
of studies31–33 have found that the introduction of

FIGURE 3 | An observation site at Yunta, Australia (32◦34′S,
139◦34′E) in 1989.
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irrigated agriculture in the vicinity of an observation
site can have a substantial cooling impact on
maximum temperatures during the growing season.
Roy et al.33 and Mahmoud et al.32 find an average
cooling impact in the order of a few tenths of a
degree in irrigated regions of India and the north-
central United States respectively, while Lovell and
Bonfils31 obtain much more dramatic results for the
Central Valley of California, finding an estimated 5◦C
difference in summer maximum temperatures between
fully irrigated and unirrigated lands. Other changes
in land use or land cover appear to have a smaller
impact, with Hale et al.34 finding no significant change
in maximum or minimum temperatures arising from
either deforestation or reforestation in the vicinity of
an observation site.

Site Relocations
There are few meteorological observation sites which
have remained in exactly the same location for
100 years or more. Most long-term sites have moved
at least once during their history, for a wide variety
of reasons, including (but not limited to) changes in
the principal purpose which an observing site served,
the availability (or lack thereof) of observers, urban
or other developments rendering a site unsuitable, or
the availability of suitable communications to the site.
Site relocations can be as small as a few meters, or
as large as several kilometers (the point at which a
change ceases to be regarded as a ‘site relocation’ and
becomes the closing of one site and the opening of a
new one is somewhat arbitrary).

Site relocations have the potential to have a
substantial impact on temperature observations. Even
a small site relocation can have a large impact on the
local site environment as described above (e.g., a 20-m
move may place instruments well clear of a building
which previously affected observations), while more
substantial relocations introduce the potential for
changes due to mesoscale influences such as elevation
changes, local topography, or proximity to the coast.
This potential can be especially acute where sharp
local climatic gradients exist. A number of studies35–39

have found ridge–valley differences of 3–5◦C in mean
minimum temperatures (in some cases, with local
relief of only 20–30 m), with differences of 10◦C or
more on some individual nights; Trewin40 found that
in such situations, differences tended to be largest on
the coldest nights. Very sharp climatic gradients can
also be found near coasts (especially where there is
a large land–water temperature difference). A notable
example is in the San Francisco Bay area, where mean
July maximum temperatures near the open ocean are

up to 6◦C lower than those 10 km away near the
western shore of the bay and up to 15◦C lower than
those 50 km inland.41

In a real observation network, it would be
unusual for a site to be relocated from one ‘extreme’
location to another, and hence most site relocations
would be expected to have a much smaller impact on
temperatures than those suggested above. There are
very few studies in the literature specifically describing
the impact on temperatures of a site relocation (one
exception is Patzert et al.,42 who found a 0.8◦C
change in mean maximum temperatures from a
move in the principal downtown observation site
at Los Angeles); most such impacts, if they are
documented at all, tend to be documented in internal
and largely inaccessible reports within meteorological
agencies, although a number of examples have
recently been collated and published by the Joint
CCl/CLIVAR/JComma Expert Team on Climate
Change Detection and Indices (ETCCDI).43

Two examples of site relocations are shown in
Figures 4 and 5. Figure 4 shows an example from a
site which was moved from a very built-up location,
in the center of a town of population approximately
5000, to an open location at an airport outside
the town area. Figure 5 shows a case where the
instruments were moved from the bottom of a small
hill to higher ground several meters away.

Menne and Williams,45 Torok,46 and Syrakova
and Stefanova,44 in papers describing the development
of homogenized data sets (discussed further in section
Methods Used for Data Sets Used in Climate
Change Detection), presented information on the
size adjustments made to station data (many, but
not all, of which would arise from site relocations).
Menne and Williams reported some adjustments as
large as 4◦C, although most are less than 2◦C, while
the largest single site-related adjustment reported in
the Australian data set of Torok is 2.3◦C, and for
the Bulgarian set of Syrakova and Stefanova is 1.2◦C.
This gives an indication of the largest site relocation
impacts likely to be experienced in an operational
network. Vincent47 gives a case study, as part of a
paper describing a larger data set, of a site relocation
which resulted in a −1.6◦C change in mean maximum
temperature, although no information is presented on
how typical (or atypical) this change was.

A remaining question is the extent to which
inhomogeneities resulting from site relocations affect
estimates of global and regional temperatures.
Easterling and Peterson,48 among others, argue that
on a global or continental scale, such changes
largely cancel each other out, but that they may
be highly significant at a local or regional scale.
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FIGURE 4 | The observation site at Cootamundra, Australia (34◦38′S, 148◦02′E), (a) before and (b) after a move of 1.7 km in 1995. (c) Mean
annual minimum temperatures (◦C) at Cootamundra before and after the move.

The potential for a large-scale bias exists, however,
if there is a widespread pattern of a particular
type of site relocation in an individual country or
region. A possible example of this is the establishment
of many observing stations at airports during and
after the Second World War, as aviation (and the
influence of weather information on aviation) grew
in importance. If these airport sites generally replaced
town center sites, as occurred in some countries,49 this
would be expected to cause a general negative bias in
mean minimum temperatures.

Observing Practice Changes
Changes in observation practice can affect tempera-
ture data. While temperature measurements are not
subjective in the way that, for example, cloud and
visibility measurements are, and are therefore less vul-
nerable to observer biases, there are still a number of
observation practice changes that can affect the data;
most notably, changes in the method of calculating
mean temperature, changes in observation times, and
changes in units or data precision.

Algorithms for the Calculation of Mean
Temperature
Mean temperature, as noted earlier, is probably
the most fundamental temperature variable used in
climate change analyses. This requires the calculation
of the mean daily temperature (or, equivalently,
calculation of a monthly mean from quantities
measured daily). The ‘true’ daily mean can be
considered as the integral of the temperature curve
averaged across 24 h. It is only in recent years, with
the availability of high-resolution data from automatic
sensors, that it has become practical to measure this
integral, and a variety of methods have therefore
evolved to approximate it. These can be placed in three
broad categories,50 all of which are in widespread use:

(a) The mean of the daily maximum and minimum
temperatures (widely used in English-speaking
countries).

(b) The mean of a number of regularly spaced
observations, e.g., four 6-h or eight 3-h
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(b)

(a)

FIGURE 5 | The instrument enclosure at Amos, Canada (48◦34′N,
78◦07′W), (a) before and (b) after a site move from low to high ground
in 1963. This move was found to increase mean minimum temperatures
by 1.3◦C.44

observations (used in China, the former Soviet
Union, and numerous other countries).

(c) A mean, sometimes weighted, of temperatures
measured at fixed hours [e.g., (T0700 + T1400 +
2T2100)/4, where Tn is the temperature at
time n], sometimes also incorporating daily
maximum and minimum temperatures (widely
used in continental Europe and Latin America).

WMO and other formal guidance have changed over
the years. The 1983 second edition of the WMO
Guide to Climatological Practices, which predated
much appreciation of the importance of climate data
inhomogeneity, recommended the use of method (b).
The 1990 Intergovernmental Panel on Climate Change
(IPCC) First Assessment Report recommended the
retention of whichever practice had been used at
a station historically, while the third edition of the
WMO Guide (due for release shortly at the time of

writing) is expected to recommend the use of method
(a) (Ian Barnes-Keoghan, personal communication).
This guidance, in whatever form, appears to have had
very little influence on national-level policies. Method
(a) is the least accurate approximation of the ‘true’
mean—an Austrian study51 found biases relative to
the true mean of up to 0.8◦C in individual months
at particular stations, and approximately 0.2◦C on
a network-wide basis, compared with 0.4 and 0.1◦C
for method (c)—but is also the method which is most
likely to be able to be used consistently in a long-term
data set, as maximum and minimum temperatures are
measured at almost all temperature stations, whereas
many stations only report once or twice daily (or do
not have digitized fixed-hour data) and therefore do
not have the necessary fixed-hour observations for the
implementation of method (b) or (c).

The algorithm used for the calculation of
mean temperature will have an effect on long-
term temperature measurements if there is a change
from one algorithm to another, either explicitly52

or implicitly through, for example, an effective 1-h
shift in observation time through the introduction of
daylight savings time. Victoria et al.53 noted a shift of
−0.18◦C arising from a 1938 change in algorithm in
Brazil. There have been a number of studies50,51,54–56

which have assessed systematic differences between
two or more of the methods described above. In
general, these have found that differences tend to
vary according to the nature of the location (e.g.,
its position in its local time zone, or the extent to
which it is influenced by sea breezes) and the season,
but that differences between methods of 0.1–0.2◦C
on a network-wide basis, and 0.5–1.0◦C at the most
extreme individual sites, are typical.

Changes in Time of Observation
Changes in the time of observation, such as the change
in the time of the evening observation from 1900
to 2100 in Austria,51 have an obvious impact on
fixed-hour observations. Less obviously, they also
have an impact on daily maximum and minimum
temperatures, which arises because, if the time of
observation is in the early morning, the coldest nights
are likely to be counted twice, once against the end
of one observation period and once against the start
of the next (conversely, an observation time in the
afternoon will lead to hot days being double-counted).

This issue has received particular attention
in the United States, where no firm standards
exist for the observation time at the majority of
stations, and changes of observation times are a
major source of inhomogeneities in temperature data,
especially as there has been a tendency over time for
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stations to shift from afternoon/evening to morning
observations. A number of studies57–59 have found
that a change from afternoon to early morning
observations typically produces a shift in the order
of −1◦C in mean temperatures calculated using daily
maxima and minima, and Karl et al.58 developed a
model to determine the expected shift that would
result from a given change in the time of observation,
according to the specific location and season. (This
shift will also be a function of interdiurnal temperature
variability and would therefore be expected to be less
in climates where that variability is less than it is in
much of the United States, especially in winter.)

In some other countries, observation time
changes have been introduced on a national basis, with
three examples being the 1961 change from 0600 to
0000 UTC for minimum temperatures in Canada,8,60

the 1964 change from 0000 to 0900 UTC local time at
Bureau of Meteorology-staffed stations in Australia,61

and a 1938 shift from 0800 to 1900 UTC for minimum
temperatures in Norway.62 In the Norwegian case,
impacts on mean minimum temperatures were found
to be up to 1.5◦C in some regions and seasons, while in
Canada the change was found to introduce a cold bias
into minimum temperatures which averaged −0.2◦C
in western Canada and −0.8◦C in eastern Canada.

Data Precision
WMO standards recommend that temperatures
should be recorded to the nearest 0.1◦C. Like many
such standards, these are often not followed in
practice. The United States generally records to the
nearest whole degree Fahrenheit, while numerous
stations elsewhere only report to the nearest 0.5 or
1◦C. Even at stations which nominally report to the

nearest 0.1◦C, observer biases may be present; for
example, at all Australian stations analyzed, values
ending in .0 and .5 were overrepresented in the
data set.61

Such changes in data precision should have no
systematic impact on mean temperatures. They can,
however, have an impact on quantities derived from
fixed thresholds (e.g., the number of days above 30◦C),
especially in climates where temperature variability is
low.43,63 This can also lead to inhomogeneities in such
indices when standards change (e.g., a shift from 1 to
0.1◦C precision in Spain; Ref 63), or where there has
been a changeover from Fahrenheit to Celsius. [For
example, at Eddystone Point in Australia (Figure 6),
rounding temperatures to the nearest whole degree
Celsius leads to a −16% bias in the number of days
with maximum temperatures below 15◦C.] Zhang
et al.63 address this problem by adding small random
values (taken from a distribution with zero mean)
to data points, but note that even where it is not
addressed, the effect on the homogeneity of indices is
mostly small.

TECHNIQUES FOR MAINTAINING
HOMOGENEOUS RECORDS AND
TREATING INHOMOGENEITIES

As noted earlier, the ideal is to maintain homogeneous
temperature records, and, if this is not feasible, to
implement any changes in such a way as to allow
consistent long-term records to be maintained. The
first formal international statement in this field came
from the WMO in 1986,64 when they called for
national meteorological services to define reference

FIGURE 6 | Number of days with maximum
temperatures below 15.0◦C (pink) and 14.5◦C
(blue) at Eddystone Point, Australia (40◦59′S,
148◦21′E). Note the very close correspondence
between 1998 and 2003, and before 1972, when
most values were rounded to the nearest degree
Celsius or degree Fahrenheit, respectively.
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climatological stations (RCSs), with a recommended
density of 2–10 stations per 250,000 km2. It was
recommended that these stations be selected on the
basis of being permanent, having long records, prefer-
ably located in an environment unaffected by densely
populated or industrialized areas, and having reliable
instruments and observers (AWSs were not considered
at that time). By 1993, 75 countries had defined a set
of RCSs65 (Canada having done so as early as 1966).
A more recent international network following similar
principles is the Global Climate Observing System
(GCOS) Surface Network (GSN),66,67 and national
and international networks continue to be defined.68

A set of 10 principles for maintaining long-term
climate records was enunciated by Karl et al.69 These
included the importance of maintaining observations
with a long uninterrupted record, of archiving
metadata, of giving long-term climate requirements
sufficient priority in network and instrument design,
and, most importantly, of establishing the effects
on the climate record of any changes (of the
types described in section Major Factors Leading
to Inhomogeneities in Temperature Records above)
prior to their implementation, for example, through
a period of parallel observations. A similar (although
not identical) set of principles was endorsed by the
UN Framework Convention on Climate Change in
1999 and now forms part of WMO guidance.67

Street et al.70 take the view that parallel observation
programs are a preferable approach, with statistical
homogenization an alternate but less preferred
option. Neither Karl et al. or WMO makes specific
recommendations on the appropriate minimum length
of a parallel observations program. Some national-
level policies are more specific; for example, Australia
recommends a length of 5 years, with 2 years as
a minimum where at all possible (Karl Monnik,
pers. comm.).

These principles are only recent developments
and, even now, their implementation is far from
universal. As a consequence, statistical and other
techniques to detect inhomogeneities in temperature
data, and to adjust data to, as far as possible, remove
these inhomogeneities, are essential and will remain
so for the foreseeable future.

It is not the purpose of this article to carry
out a detailed discussion of statistical techniques
for the treatment of inhomogeneities. For detailed
reviews and assessments of such techniques, the reader
is referred to Peterson et al.71 and Reeves et al.,72

while some aspects are also covered by DeGaetano73

and Ducré-Robitaille et al.74 Rather, this article will
describe some of the issues and techniques which are
in practical use in various commonly used data sets.

Detection of Inhomogeneities
There are two broad methods of detecting inhomo-
geneities in a temperature time series; through the use
of metadata which documents that a change of some
kind has occurred at the station, or through statistical
tests which detect a significant breakpoint in a time
series based on that station’s temperature data.

Metadata-based techniques, at least in principle,
offer the advantage of knowing definitively that a
change has occurred at a station, and often the exact
date of that change. In practice, though, the use of
metadata presents a number of difficulties.71 Meta-
data are often incomplete, inaccurate, or missing can
be open to interpretation, often present considerable
difficulty in extracting relevant information in usable
form (sometimes information relevant to a climate
record may form only a small part of a large volume of
documentation on other matters relating to a station)
and can be misleading without additional knowledge
(e.g., a change in station coordinates may arise from a
resurvey without the station physically moving). They
are also sometimes imprecise—for example, a series
of station photographs taken at 10-year intervals may
indicate that a change has occurred at some point in a
10-year period, but not the exact date of that change.
At the global level, a further challenge is that most
historical metadata resides in hard-copy documents,
in the local language, in national-level archives and
is therefore very difficult to access on a global scale,
and multination75 and global data sets have generally
been limited to very basic metadata such as station
coordinates and the population of any urban center(s)
in close proximity to the site.

There is a well-developed statistical literature
on the detection of breakpoints in time series. As
the ability to detect a breakpoint in a time series is
a function of its size relative to the variance of the
time series, many techniques used for temperature
data sets seek to reduce the variance of the time
series by comparing the data set under review with a
well-correlated reference series which are intended to
capture the underlying interannual climate variability.
Most commonly, this reference series will be a combi-
nation of data from one or more neighboring stations.
However, this method relies on the assumption that
the reference series itself is broadly homogeneous,
which will not hold if there is a change which affects
an entire network at the same time (e.g., a change
in observation time or a change in the method of
calculating mean temperature) or a large number of
stations enter or leave the reference series around the
same time, and in data-sparse areas it may also be
difficult to find a suitable reference series.1 Menne and
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Williams45 used an alternative method using multiple
pairwise comparisons between individual stations.

Once a time series (either of a station’s data or
its data with respect to some reference) for testing
has been developed, the next step is to carry out
statistical testing for significant breakpoints. Three
general techniques which have been widely used for
temperature data sets are:

• The standard normal homogeneity test (SNHT)
of Alexandersson,76 used by, among others,
Vincent47 and Laughlin and Kalma.36

• Two-phase regression (TPR), originally devel-
oped for use in climate by Easterling and
Peterson,77 and with a number of refinements,
particularly in determining the true significance
of potential breakpoints.78–82 This method is
used for the Global Historical Climatology Net-
work (GHCN) data set,83 which underlies much
of the HadCRU and National Climatic Data Cen-
ter (NCDC) global analyses described in section
Methods Used for Data Sets Used in Climate
Change Detection and is also used in the RHT-
est software developed under the auspices of the
ETCCDI.84

• Visual inspection of a time series (used by Jones
et al.85).

Reeves et al.72 found that the first two methods both
had positive and negative attributes, depending on
what priorities users had (e.g., accurately detecting
the date of a changepoint, or minimizing the number
of false alarms), with the post-1995 developments in
the TPR technique having substantially improved its
performance, and that SNHT performed especially
well when good reference series were available. The
third method has become largely outmoded in recent
years but persists in some of the adjusted time series
used in global data sets.

Adjustment of Data to Remove
Inhomogeneities
In some data sets, such as the European Climate
Assessment and Data set,86 no attempt is made
to adjust for inhomogeneities—instead users are
informed which stations are homogeneous and which
are not, and are left to make their own decisions as to
how to use the data.

Many data sets, however, seek to adjust data sets
to remove, as far as possible, inhomogeneities which
have been identified. Historically, these adjustments
have normally involved either a uniform annual

adjustment49 or adjustments calculated for each of
the 12 calendar months47,83,85 and have often been
calculated by comparing station means (or their
difference with a reference series) before and after
an inhomogeneity—for example, Jones et al.85 use
means of interstation differences for 10 years before
and after an identified inhomogeneity. Alternatively,
adjustments based on a station’s characteristics (such
as its time of observation or the size of an urban area
it is associated with) may be applied.87

A characteristic of such methods is that they
seek to produce a data set whose monthly or annual
means are homogeneous. It does not, however, follow
that such an adjusted data set also has homogeneous
higher order statistical properties, such as variance or
the frequency of extremes. This issue was identified by
Trewin and Trevitt,88 who noted that the temperature
difference between sites could be weather-dependent,
with, for example, ridge–valley minimum temperature
differences typically being larger on cold nights (which
tended to be calm and clear) than on warm nights
(which tended to be cloudy and/or windy). In recent
years, a number of attempts have been made to address
this problem. Some have involved explicitly testing
the homogeneity of higher order statistical properties,
such as mean daily variability86 or exceedances
of percentile-based thresholds,89 while others have
sought to homogenize daily data across the full range
of the frequency distribution, by matching percentile
points in the frequency distribution61,90 or by other
methods91; one of these61 was the first known attempt
to produce a homogenized national-scale data set at
the daily timescale. This is currently a very active area
of research, in particular through the European COST
Action on ‘Advances of homogenization methods of
climate series: an integrated approach’.92

It should be noted that a number of data sets
which are described as having adjustments applied
at the daily level9,13,93–96 in fact use interpolation
between monthly adjustments to produce a set of
calendar-date adjustments that follow a smooth
annual cycle and do not use weather- or distribution-
dependent daily adjustments.

A particular issue is the adjustment of very
old temperature data (early 20th century or earlier),
affected by inhomogeneities associated with the
introduction of the Stevenson screen or similar
shelters as discussed in section Instrumentation.
Making adjustments for this change is particularly
challenging because the change often occurred across
a network over a fairly short period of time, and
because documentation of the date of the change,
the instrument exposure prior to the change, or both
is often poor. In some data sets pre-Stevenson data
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are excluded altogether (e.g., the Australian data set
discussed in section National and Regional Data Sets
below uses a starting date of 1910 for this reason).
Other studies (e.g., Ref 13 in Spain) use a standard
adjustment based on an experimental comparison of
a replica early exposure with a Stevenson screen.

METHODS USED FOR DATA SETS USED
IN CLIMATE CHANGE DETECTION
Much of the discussion in sections Major Fac-
tors Leading to Inhomogeneities in Temperature
Records; and Techniques for Maintaining Homoge-
neous Records and Treating Inhomogeneities has been
at the level of the individual station. Most assessments
of temperature change are based on data sets which
include data from a large number of stations, either at
the global, regional, or national scale. In this section,
some of the techniques used in the development of
those data sets, and the extent to which they might be
influenced by non-climatic factors, are considered.

Global Data Sets
There are three major global data sets in widespread
use for climate change analysis:

• The HadCRU data set97,98 developed by the
Hadley Centre of the UK Meteorological Office
and the Climatic Research Unit (CRU) of the
University of East Anglia.

• The NCDC data set99 developed by the (US)
NCDC.

• The NASA–GISS data set87,100 developed by the
Goddard Institute of Space Studies (GISS), part of
the (US) National Air and Space Administration
(NASA).

The land temperature components of these data
sets are all based on the interpolation of station
data to a regular grid. The HadCRU and NCDC
data sets consist of monthly mean temperature
anomalies on a 5◦ grid, from which global and
hemispheric mean anomalies are calculated. The
NASA–GISS data are based on a combination of
station time series and the marine temperature
data sets of the Hadley Centre and NCDC, with
global and hemispheric anomalies of mean monthly
temperature calculated through interpolation to a
grid with latitude-varying spacing. All data sets are
available via the web (the major global temperature
data sets may be obtained at the following locations:
NASA–GISS, data.giss.nasa.gov/gistemp; NCDC,

www.ncdc.noaa.gov/oa/climate/research/anomalies/in
dex.html; HadCRU, hadobs.metoffice.com).

The HadCRU data set uses data from a variety
of sources. Some of the station data are based on the
original homogenized global data set developed by
Jones et al.,85 but homogenized national-level data
sets are used in preference to this where they are avail-
able. There is no explicit correction for urbanization
effects, but they are used in defining an uncertainty
in the data. Areal means are calculated separately for
the Northern and Southern Hemispheres and then
combined to create a global average.

The NCDC data set is based on the GHCN
data set, which is homogenized, using neighboring-
station data. Urbanization is not explicitly adjusted
for, nor are urban areas explicitly excluded, but many
corrections for urbanization effects have been made
as part of the regular homogenization process. First,
differences (the difference in values from one year to
the next) have been used to incorporate data from
relatively short data sets into the global analysis,15

allowing additional coverage of otherwise data-sparse
regions. Statistical methods have also been used in the
grid-interpolation process to exclude excessive damp-
ing of variability from undersampled regions. The
NCDC area averages are calculated globally as a single
domain, which has had the effect of giving the North-
ern Hemisphere (which has fewer unsampled areas)
more weight in the calculation of global averages than
is the case for the HadCRU or NASA–GISS data sets.

The NASA–GISS data set is also based on
the GHCN data set, although without the GHCN-
supplied homogeneity adjustments. An urbanization
correction is applied to the data (it is noted that part
of the reason for not excluding urban data altogether
is to allow the time series to be rapidly updated,
urban data generally being more frequently updated
and internationally transmitted), but homogeneity
corrections are generally not otherwise applied at
the station level, except where two or more stations
are combined into a single record. Stations within
1200 km of each gridpoint are used in the algorithm
for calculating estimated gridpoint values, which has
the effect of extending the NASA–GISS analysis over
data-sparse regions (especially near the poles) which
the HadCRU and NCDC data sets would consider as
data voids and thus gives polar regions more effective
weight in the NASA–GISS analysis than in the other
data sets. It is likely that this largely accounts for the
different rankings of the hottest years on record in
the different data sets. Year 1998, in which the most
abnormal warmth was in the tropics, is the hottest year
in the HadCRU data set, whereas year 2005, where
the most abnormal warmth was in the Arctic, is the
hottest year in the NASA–GISS and NCDC data sets.
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National and Regional Data Sets
An increasing number of countries are reporting
time series of national area-averaged temperatures
or temperature anomalies. Moreover, 21 countries
reported national temperature anomalies in the 2008
State of the Climate report.101

From the available documentation, the methods
used in developing these data sets fall into three broad
categories:

(a) Area averages of gridded data sets derived from
homogenized data from a number of long-term
stations, sometimes supplemented with near-
real time analyses from a broader range of
stations.

(b) Area averages of gridded data sets derived using
all available data.

(c) Averages (sometimes weighted, sometimes not)
of data from a small number of long-term
stations with homogenized data.

Countries which use method (a) include the United
States,102 Australia,103 China,104 Canada,105 and
Egypt.106 Method (b) is used by the United
Kingdom107 and Germany.108 The best known data
set using method (c) is the Central England Tem-
perature (CET) data set which extends back to
1659109,110; it has also been used for long-term time
series representing Scotland and Northern Ireland,111

and for national data sets for New Zealand112 and
Switzerland.113 Norway has combined regional aver-
ages into a national average.114,115 Some of these data
sets explicitly exclude urban stations but most do not.

An analysis which does not fit into any of these
categories is the Antarctic analysis of Chapman and
Walsh,116 who splice numerous short AWS data sets
to produce an analysis over the continent, including
data-sparse areas of the plateau.

Methods (a) and (c), providing station-level
homogenization has been carried out properly,
should produce a homogeneous data set capable of
monitoring long-term temperature trends. However,
the relatively small station networks used in method
(c) may not be sufficient to monitor interannual
variability, especially over regions larger than central
England, Switzerland, or New Zealand. Janis et al.,117

Vose and Menne,118 and Jones and Trewin119 all
considered the question of the optimal station network
to monitor temperature variability over their areas of
interest, with the latter two finding diminishing returns
with an increased number of stations, and networks
of 100–200 stations sufficient to define temperature

variability to a reasonable degree of accuracy over
regions the size of Australia or the United States.

Method (b) relies on the implicit assumption
that station-level inhomogeneities will largely cancel
each other out, and that there are no major changes
to the network (e.g., the establishment of new stations
in data-sparse high mountain locations) that are
likely to create biases in gridded analyses. The former
assumption may hold as long as there are no national-
level changes in observing methods (as discussed in
section Site Relocations); the latter is probably valid
in countries with dense networks over their whole
territory over a long period (which is the case in both
the UK and Germany), but would be more doubtful
over larger areas with substantial data voids.

WHAT CHALLENGES AND
UNCERTAINTIES REMAIN?

Great progress has been made on addressing the
effect of external influences on land temperature
measurements over the last 20 years, and numerous
data sets exist which allow temperature trends over
a century or more to be analyzed without significant
influence from non-climatic factors.

Nevertheless, a number of challenges remain.
Many adjustments to data inhomogeneities in global
data sets have a substantial uncertainty attached,
because of limited accessibility of metadata and the
sparseness of globally distributed data that could
be used in the development of reference series.
National-level analyses typically have much more
access to metadata and comparison data, and the
approach followed in the HadCRU data set, of
incorporating national-level homogenized data sets
where they exist, is a promising one. However,
despite the progress made in developing capacity
for climate change analysis in developing countries
through initiatives such as the ETCCDI workshops,84

it is likely that homogenization of data from many
parts of the world will still have to be carried out at
the global level for the foreseeable future.

The effective use of early instrumental records
(prior to the early 20th century) remains a challenge.
While numerous studies have quantified the biases
arising from particular types of pre-20th century
instrument exposures in an experimental setting, much
remains to be done to assess the effect that such instru-
ment changes have had across a full observing network
at the national or international scale. In some cases
this problem may prove largely intractable because
of a lack of documentation of historical instrument
exposures. Effective communication of this issue
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is also important, as raw pre-20th century tempera-
tures measured in exposures which are not consistent
with more recent standards, and trends based on them,
are sometimes reported in the public arena.

The homogenization of daily and sub-daily data,
which is necessary to support analyses of changes in
temperature variability and extremes, also remains
a field with major challenges, although significant
advances are likely as a result of the Cooperation in
Science and Technology (COST) action currently in
progress in Europe. Simply developing a long-term
global daily data set of any kind is difficult, as many
countries limit the release of historical daily data, and
a homogenized global scale daily temperature data set
remains a very distant goal. For the time being, it is
likely that any effective global analyses of tempera-
ture extremes will be a consolidation of national or
regional analyses, along the lines of Alexander et al.7

Reanalyses and satellite observations are not
part of the scope of this review. In the context
of this review, however, they potentially provide
an additional tool for assessing land temperature
measurements. In particular, as land temperature mea-
surements do not normally form part of the input data

for reanalyses, those reanalyses could potentially be
used as an independent reference series for assessing
the homogeneity of land temperature data, especially
in data-sparse regions.

Further quantification of the effect of changes
in land use and land cover on observed temperatures
would also be of value; in particular, more rigorous
separation of the impacts of the presence of an urban
area per se from those of the land use and land cover in
the immediate vicinity of the observation site, and fur-
ther assessment of the impacts of nonurban changes
in land use or land cover.

NOTE
aCCl, World Meteorological Organization (WMO)
Commission for Climatology; CLIVAR, World
Climate Research Programme (WCRP) project for
Climate Variability and Predictability; JComm, Joint
WMO, IOC [United Nations Educational, Scientific
and Cultural Organization (UNESCO) Intergovern-
mental Oceanographic Commission] Technical Com-
mission for Oceanography and Marine Meteorology.
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